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ABSTRACT

Amidst the recent crazes for emerging technologies like
speech recognition and biometrics, speaker recognition
is slowly reaching the maturity to be deemed practi-
cal in many different applications. This paper presents
new approaches for text-independent speaker recogni-
tion.

The performances of the model-based algorithm pre-
sented concurrently at the ICASSP’98 conference and
the frame-based algorithm presented in this paper are
compared here.

The engine, described here, provides multiple func-
tionalities including those of identification, verification
and classification. The modes of operation and design
choices allow for tight integration of the speech recogni-
tion and speaker recognition engines in a broad sense.
This new architecture as well as the results obtained
for very specific tasks undoubtedly announce myriads
of new applications where both technologies comple-
ment each other and can no longer be clearly distin-
guished as illustrated by the concept of speech biomet-
rics. Hands-free and eyes-free human/machine transac-
tions are moving a step further toward easier and more
efficient interfaces and speech transactions are becom-
ing more ubiquitous.

RESUME

Au sein du récent engouement pour de nouvelles tech-
nologies comme la reconnaissance de la parole et les
biométriques, la reconnaissance du locuteur atteint une
maturité permettant d’envisager des réalisations pra-
tiques. Cet article présente de nouvelles techniques de
reconnaissance du locuteur quel que soit ce qu’il dit.
Nous comparons les performances des différents al-
gorithmes proposés lors de la conférence ICASSP 1998
avec Iapproche trame par trame presenteé dans ce pa-
pier. Le moteur présenté fournit différentes fonctions:
identification, vérification et classification. Les choix
de modalités et de conception permettent une étroite
intégration de la reconnaissance de la parole prise au
sens large et de la reconnaissance du locuteur. Cette

nouvelle architecture de méme que les résultats obtenus
pour des taches bien spécifiques annoncent une myri-
ade de nouvelles applications ot ces deux technologies
se complémentent au point de ne plus étre distingués.
Les interactions homme/machines en mode “mains li-
bres et yeux libres” font un grand pas dans la directions
d’interfaces plus aisés et plus efficaces. La parole de-
vient davantage le vecteur préferré de d’interaction.

1. INTRODUCTION

This paper discusses new developments in the field of
Speaker Recognition. In particular, it describe the al-
gorithms and implementations of our speaker recogni-
tion engine. The recognition engine entails two dif-
ferent implementations, a model-based approach and
a frame-by-frame approach, which will be compared
here. The merits and short-comings of each approach
are discussed and results are presented on clean and
noisy data obtained in a relevant environment.

These algorithms and their implementation may be
deployed for application domains such as the desktop, a
client-server environment, an embedded system or the
telephony environment.

We have focussed our efforts on solving the text-
independent and language-independent case rather than
text-dependent, text-prompted or other variations of
the problem. Indeed, only a text-independent engine
can remain transparent to the user throughout a voice
transaction.

Similarly, in order to maintain the non-obtrusive
aspect of our system, the speaker recognition engine is
fully integrated with the IBM speech recognition en-
gine: a speaker-independent version of ViaVoice” M.

The integration of a speech recognition system with
text-independent speaker recognition opens an array of
new possibilities, including high-security access control.

The overall architecture is client-server based, with
alight acoustic front-end client. The speech and speaker
recognition engines reside on the server. With bit-rates
lower than 4Kb/s, the real-time commands given to



a light-weight client may be transmitted to a remote
server via wire-less modems.

The engine is SVAPI (Speaker Verification API)
compliant [1]. In this context, we define, in detail, the
different functions that it offers: Enrollment, Speaker
Verification, Speaker Identification, Speaker Classifica-
tion and Speech biometrics. Examples of applications
using these different modalities are cited.

The following two sections describe the different
techniques which have been implemented in the IBM
Speaker Recognition system. The first technique is
based on computing the distance between a trained
model and a test model for individual speakers. Sec-
ond, a frame-by-frame technique is presented which
enables immediate processing of the speech signal for
obtaining a recognition result. Then, results are pre-
sented on the performance of these two techniques.
These results are obtained on a data set recorded pri-
vately, with and without noise. The merits and short-
comings of both techniques are compared and a con-
clusion is given toward the end.

2. THE MODEL-BASED APPROACH

The model-based approach is used to train the sys-
tem in a manner which will be used by both model-
based and frame-by-frame techniques. This section
describes the training and recognition phases of the
system using these models. As it was mentioned ear-
lier, the speaker recognition system described here in-
cludes Speaker Verification, Speaker Identification and
Speaker Classification.

The first thing which should be achieved is the cre-
ation of training models for the population of speak-
ers in the database. This is done by computing a
model M; for the i** speaker based on a sequence of M
frames of speech, with the d-dimensional feature vec-
tor, { fm}mzl,,,,, - These models are stored in terms
of their statistical parameters, such as,
{ftij»Zi;,Cij}i=1...n:, consisting of the Mean vector,
the Covariance matrix, and the Counts, for the case
when a Gaussian distribution is selected. Each speaker,
i, may end up with a model consisting of n; distribu-
tions. Now, if a distance measure were available for
comparing two such models, we would be able to de-
vise a speaker recognition system with many different
capabilities including Speaker Identification, Speaker
Verification and eventually Speaker Clustering by cre-
ating a hierarchical structure. Such distance measure
has been proposed by the authors in the concurrent
ICASSP’98 conference of reference [2].

The training data is stored using a hierarchical struc-
ture so that accessing the models would be optimized
at the time of recognition. The Speaker Verification
is implemented by extracting a set of speakers (with
their models) from the training database considering
only those speakers with close proximity, as given by

the distance measure of [2], to the speaker with the
claimed ID. The claimant’s sample speech is then used
to generate a test model which is compared to the mod-
els in the Cohort set. The models are sorted by the dis-
tance and the training model with the smallest distance
from the test model is used to obtain the verification
result. In this operation, a background model is also
added to the set of trained models to establish a re-
jection mechanism. If the background model or any
speaker other than the claimant comes up at the top
of the sorted list, the claim is rejected. Otherwise, it is
accepted.

In case of Speaker Identification, the claimant’s test
model may be compared, using the same distance mea-
sure, to all the models in the database including that
of the background model. Based on the result of this
comparison, the label of the model with the smallest
distance to the test model is returned. Please note
that this may be a rejection if the background model
is the closest model to the test model.

Speaker Classification may be done by any hierar-
chical structure devised on the inter-model distances
given by the distance measure of reference [2]. This
classification is very useful in many different occasions
including the narrow-down of the search space (models
to be explored) for doing Speaker Recognition. The
speaker segmentation system presented in [3] uses such
classification technique by utilizing the method pre-
sented in this section.

The distance measure as defined by reference [2]
is devised such that it may compute an acceptable dis-
tance between two models with different number of dis-
tributions n;. The advent of a method for comparing
two speakers solely based on their models, gives us the
advantage of not having to carry the features around.
Using this scenario, as mentioned earlier in this sec-
tion, only the statistical parameters are recorded. This
also makes the job of comparing two speaker much less
computationally intensive. The reason for the compu-
tational simplification is the parametric representation
of each speaker and the smaller number of computa-
tions needed to compare two models based on their
parameters versus using the actual features to do this
comparison as presented in the following section. A
short-coming of using this distance measure for the
recognition stage, however, is that the engine would
have to wait until all the speech is collected from the
test individual (claimant) to be able to start its com-
putation. The method described in the next section
alleviates this problem; however, it requires the actual
features for computing the distance measure.

3. THE FRAME-BY-FRAME APPROACH

Let M; be the model corresponding to the it enrolled
speaker. M; is entirely defined by the parameter set,
{i,j,Xi,j,Pi,j }j=1,...,n:» consisting of the mean vector,
covariance matrix, and mixture weight for each of the



n; components of speaker i’s Guassian Mixture Model
(GMM). These models are created using training data
consisting of a sequence of M frames of speech, with
the d-dimensional feature vector, { fm}mzl,,,,, M, as de-
scribed in the previous section. If the size of our popu-
lation is IV, then the set of models we choose from, our
model universe, is {M;}i=1, .., n,.- Whether the context
is verification or identification, the fundamental goal is
to find the i such that M; best explains the test data,
represented as a sequence of N frames, { ﬁ}nzl N
or to make a decision that none of the models describes
the data adequately. We use the following frame-based
weighted likelihood distance measure, d; ,, in making
the decision:

ni
din = —log | Y pi;p(Fali™ component of M;) | , (1)
j=1

where, using a Normal representation,
p(fnl') =
]_ 1/ 7 = ty—1, 7 P
—5(fn—Hi )" 27 ; (fn—Hi5) 2
emirs,; [172° &)
The total distance, D;, of model M; from the test data

is then taken to be the sum of all the distances over the
total number of test frames.

N
D= din. (3)
n=1

For verification the the set of models considered are
those which belong to the members of a predetermined
cohort of the claimant augmented by a variety of back-
ground models. Using this set as our model universe,
the test data is verified if the claimant is the one whose
model has the smallest distance; otherwise, it is re-
jected.

For identification, no cohort structure is used. Sim-
ply, the model with the smallest distance is chosen.
By comparing the smallest distance to that of a back-
ground model, we could provide a method to indicate
that none of the original models match very well. Alter-
natively, a voting technique may be used for computing
the total distance.

As mentioned in the previous section, the distance
measure given by this section may be computed as
the frames of speech are being produced by the test
speaker. However, since the data would have to be
kept around for computing the distances among the
speakers, this distance measure is not being used for
conducting the training. The training is being done,
as mentioned in the beginning of this section, by the
model-based technique of the previous section.

4. IMPLEMENTATION ISSUES

This section presents the implementation details of the
engine and the test data. The features used in the

Speaker Recognition engine do not contain any dy-
namic information in the present implementation.
The enrollment is done by using about 20 seconds
of speech from each speaker in the training set and
storing the associated models as discussed earlier. In
storing these models, a hierarchical clustering is done
to speed up the recognition stage. For verification, 2
and 4 seconds of data were used in two different tests
run with both the model-based and frame-by-frame ap-
proaches. Results of these test are given in the next sec-
tion. There were 60 speakers present in the database.
The original data was collected in a clean environment.
Then, a real, additive noise with the signal to noise ra-
tio of 19dB was added to the clean speech data. This
noise was collected on the floor of the COMDEX com-
puter show. The results presented in the following sec-
tion show the performance of the system when applied
to the data with and without the addition of this noise.
The cohort is obtained from the hierarchical structure
which is built on the speaker database. Once clustered,
in this structure, the classification of the speakers is
done by traversing it and finding close speakers [2, 4, 3].
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Figure 1: Speaker Verification using Clean Data

5. RESULTS

Speaker Verification using the model-based and frame-
by-frame approaches has been tested with the above
data. Figures 1 and 2, show the verification results for
the clean and noisy data respectively. The system was
trained using the model-based approach with about 20
seconds of data once with and once without the addi-
tion of noise to the data. Then, the trained models
were stored using a hierarchical structure based on the
closeness of the models to one-another. The distance
measure given by reference [2] was used for clustering
the speakers. At the event of verification to obtain the
False Rejection results, the speaker’s correct ID was
claimed and it was either rejected or accepted. 6 tests



were done for each speaker, amounting to 360 tests
for each scenario. The false rejection rate was noted.
Then, the same data was presented, this time using a
false ID, randomly selected from the other 59 IDs not
including the correct speaker. The results were noted
as the False Acceptance rate of Verification. This was
repeated once with 2 seconds of test data and once with
4 seconds of test data. The test was also conducted
once with noisy data and once with clean data, us-
ing both model-based and frame-by-frame approaches.
The speed of operation of the model-based verification
was about 2 to 5 times that of the frame-by-frame ap-
proach. Of course, in these tests, due to their batch na-
ture, the speeds are simply compared with each other.
However, in a real test, since the frame-by-frame ap-
proach may start processing the data as it is being gen-
erated, it will not fall behind from the model-based
counterpart.
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Figure 2: Speaker Verification using Noisy Data

6. CONCLUSION

Due to the parametric approach used in computing the
distance between models, given by the model-based ap-
proach, to obtain rich models, sufficient amount of data
should be supplied in building the models. This is
another reason for making the technique suitable for
doing the training and classification and not so suit-
able for the recognition part. As shown by the results
of the previous section, increasing the amount of data
used in computing the models for the model-based ap-
proach increases the accuracy of Speaker Recognition
significantly. This does not affect the frame-by-frame
approach as much. In computing the model for the
test speaker, to obtain a good estimate of the model
parameters, sufficient statistics should be present, how-
ever, comparing the frames one-by-one with the trained
models, does not require as much data. For appli-
cations where enough data is present for testing the

speaker (in the order of 5 seconds), the model-based
test may produce better results. However, in cases
where less than 3 seconds of test data is present, the
frame-by-frame approach will give far better results.
The computation speed of the model-based distance
is significantly higher that the frame-by-frame tech-
nique. However, most of the computation of the frame-
by-frame case may be done as the test data is being
produced, where this is not possible with the model-
based approach. In training, since more data is gen-
erally available, the model-based approach is preferred
both for its accuracy and speed of comparisons. Also,
in the presence of noise, even more data is necessary
for improving the performance of the Model-Based sys-
tem. This is probably due to the fact that some of the
Gaussian prototypes will be used to model the noise.
Increasing the number of Gaussians and hence increas-
ing the amount of data is essential.

Looking at Figures 1 and 2, it is not hard to no-
tice that the frame-by-frame approach, generally, has a
lower false acceptance rate. The two approaches may
be combined in the future to study the collective effect
they will have on improving the system performance.

In addition, as it was presented in [5], Speech bio-
metrics combines text-independent speaker recognition
presented in this paper, speech recognition and dialog
management with natural language understanding in
order to simultaneously verify the acoustic character-
istics of an utterance and the knowledge-based infor-
mation provided in the answer to the questions. This
allows for a practical Speaker Recognition system.
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